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A LETTER FROM THE EDITOR

Until the EU’s General Data Protection Regulation 
(GDPR) not only comes into effect, but actually produc-
es a body of precedents on what exactly constitutes 
a violation subject to a fine (which, remember, can 
be as high as €20 million or 4% of annual global turn-
over, whichever is greater), the margin for interpreting 
which procedures and oversight needs to be in place 
will remain wide. What we do know for now is that 
companies will have to adopt an explicit approach to 
data governance, including data profiling, data quali-
ty, data lineage, data masking, test-data management, 
data analysis, and data archives.

As data scientists, software engineers, and operators, 
we need to actively cover all bases, not only because 
the GDPR tell us to, but also because it makes business 
sense to establish proactive data governance and ade-
quate privacy controls. Our customers will be thankful, 
our reputation will be safeguarded, and crippling fines 
will be avoided. This e-mag specifically addresses those 
three overlapping but distinct perspectives on the im-
pact of the GDPR.

As Jon Topper candidly told me while discussing the 
outline of his article, “people should have been doing 
a bunch of this stuff already”. Many organizations have 
noticed the increasing frequency of data-breach scan-
dals and harm recently caused. Many others are being 
driven by the GDPR to rethink their practices (or lack 
thereof ). This is a good thing.

As Andrew Burt, chief privacy officer and legal engi-
neer at Immuta, highlights in his article, we can expect 
to see some organizations looking to simply tick all the 
boxes for GDPR compliance, while more data-driven 
organizations will be looking at the GDPR as an oppor-
tunity to rethink their whole data strategy. Regardless, 
they all need to focus on what customer data they hold 
across all data storage, when that data was collected, 
who has access to it (read or write), and what purpose it 

serves. They must be able to remove any piece of data 
upon customer request, in an auditable fashion. 

Arto Santala, a software architect at Solita Oy, warns 
software engineers of the need to “build privacy” in 
their applications and apply a principle of “least access” 
when dealing with customer data to avoid being clas-
sified as data processors. Santala stresses the need to 
not go overboard but to apply a risk-based approach 
to GDPR compliance, based on number of customers, 
business impact of a data breach, and the amount of 
sensitive data in the system. The risk level will help 
determine how comprehensive you need to be in 
practices like keeping audit trails that support non-re-
pudiation (cannot be altered even by administrators), 
protecting data both at rest (in databases) and in traffic 
(over the network), anonymizing test data, and making 
sure that logs do not contain personally identifiable in-
formation. 

Jon Topper, CTO at The Scale Factory, provides clear 
hands-on advice on how to operationalize GDPR re-
quirements: build strong identity concepts into your 
infrastructure (machines, containers, applications); 
use role-based access control and apply the principle 
of “least privilege”; clarify your backup retention poli-
cies so you can inform customers and auditors how 
long a piece of data will remain in a backup; don’t copy 
production data into dev/test environments without 
anonymizing personally identifiable data; and keep 
abreast of modern security and monitoring tools that 
allow faster response to incidents or suspicious pat-
terns.

If you are relatively new to the subject, I recommend 
starting with the Q&A with Immuta on the implications 
of the GDPR. This provides a good overview of where 
the GDPR is coming from, what it is about, and how to 
approach compliance and data governance.

Manuel Pais
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by Manuel Pais

Q&A with Immuta on the 
Implications of the GDPR

KEY TAKEAWAYS
The EU’s GDPR is the most 

forward-leading privacy regime on 
the planet, with fines of up to 4% 

of global revenue.

According to a study, a whopping 
96% of companies admit to not 

understanding the GDPR.

The GDPR is about data privacy 
(when, what, and why data is 

accessible), and that means the 
classic encryption and role-based 
access controls that organizations 
have been relying on won’t cut it.

There must be a data abstraction 
layer to enforce the audit and 

privacy of the data.

Organizations need to divide their 
data governance model into three 

buckets: collection (focused on 
user accounting), usage (focused 

on managing access controls), 
and audit (focused on GDPR 

traceability requirements)

Read online on InfoQ

The European Union approved 
a new General Data Protection 
Regulation  (GDPR) in late April 
2016, which will come into 
effect in May 2018. This regu-
lation will require companies 
to adopt a comprehensive data 
governance approach, includ-
ing data profiling, data quali-
ty, data lineage, data masking, 
test-data management, data 
analysis, and data archives.

The reach of data protection will 
extend to genetic data, e-mail 
addresses, and IP addresses, 
to name a few. Also, users will 

have finer-grained rights on the 
protected data kept by com-
panies. Explicit consent will be 
required for an organization to 
use individual pieces of infor-
mation such as e-mail address 
or phone number, and their 
combined use will also require 
explicit consent.

A year ago, InfoQ talked with 
Immuta’s Andrew Burt, chief 
privacy officer and legal en-
gineer, and Steve Touw, chief 
technology officer, to better un-
derstand the implications and 
challenges of the GDPR.

https://www.infoq.com/profile/Manuel-Pais?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
https://www.infoq.com/articles/immuta-gdpr-implications?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=en
http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679&from=en
http://www.bloorresearch.com/research/spotlight/the-data-management-implications-of-gdpr/
http://www.bloorresearch.com/research/spotlight/the-data-management-implications-of-gdpr/
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InfoQ: Can you try to summa-
rize what GDPR is and why 
organizations should care 
about it?

Andrew Burt:  The General Data 
Protection Regulation is the EU’s 
primary data-governance regula-
tion and applies to any business 
using data from EU data sub-
jects. It is the most forward-lead-
ing privacy regime on the planet, 
with fines of up to 4% of global 
revenue. With such staggering 
fines, breaching the GDPR is a risk 
that many enterprises quite liter-
ally may not be able to afford.

InfoQ: So we’re less than a year 
and a half away from this legis-
lation coming into effect in the 
EU. How prepared are organi-
zations to address it?

Burt: Not very. There have been 
some studies on this recently, 
and surveys of those charged 
with data privacy and security in 
large organizations illustrate that 
they’re just waking up to the risk 
they face. According to one such 
study  conducted by Dell, about 
70% of the professionals they 
surveyed reported that their or-
ganization was either not ready 
or unaware of how to prepare for 
GDPR. Only 3% reported having 
any type of plan at all. According 
to another  study by Symantec, 
a whopping 96% of companies 
admit to not understanding the 
GDPR. And that says a lot. How 
can organizations prepare for the 
GDPR when they don’t under-
stand it? 2017 is really shaping 
up to be the year that enterpris-
es start to realize the compliance 
risk they face and start looking for 
comprehensive solutions.

InfoQ: What is the number-one 
cost or penalty for organiza-
tions failing to comply with 
regulations?

Burt:  The number-one cost is 
the potential fine of 4% of global 
revenue. To put that into perspec-
tive, global revenue for Apple was 
over $200 billion each of the last 
two years. So privacy violations 
under the GDPR could cost Ap-
ple upwards of $8 billion. By con-
trast, privacy violations in the US 
frequently incur fines that range 
from hundreds of thousands to a 
few million dollars. The GDPR is 
more serious than other data reg-
ulations by orders of magnitude.

Aside from monetary fines, 
though, it’s also important to 
put the GDPR into perspective 
and ask: what is the regulation 
protecting? The answer for many 
businesses is trust — between 
them and their customers, be-
tween them and other business, 
and really throughout the data 
landscape. The cost of a breach 
isn’t just financial; it can cause 
serious reputational damage 
and lead to a breakdown in trust 
between the enterprise and the 
consumer.

InfoQ: What are the biggest 
challenges for compliance 
from a technical perspective? 
Will it require new technolo-
gies and processes to be devel-
oped? And how will those be 
retrofitted or integrated with 
existing solutions?

Steve Touw: Some misconstrue 
the GDPR to be all about data 
security and data breaches. 
While data security is a big part 
of the regulation, it’s actually a 
very small part of the GDPR. The 
GDPR is really about data privacy, 
and that means the classic en-
cryption and role-based access 
controls that organizations have 
been relying on won’t cut it when 
it comes to protecting privacy. 
Instead, organizations need to 
measure analytical “bang” against 
compliance “buck,” and this re-
quires measuring  the analytical 
purpose of the data: how it’s been 
used, for what purposes, and to-
wards what gain. This is not as 
simple as aligning database roles 
to all possible purposes — that 
would be an implementation 
nightmare across all organiza-
tional data silos.

Instead, there must be a data ab-
straction layer to enforce the au-
dit and privacy of the data, and 

InfoQ recommends

The InfoQ Podcast 
Anne Currie on Organizational 
Tech Ethics, including Scale, GDPR, 
Algorithmic Transparency

Anne Currie joins the tech ethics discussion 
started on the Theo Schlossnagle podcast 
from a few weeks ago. Wes Reisz and Anne 
discuss issues such as the implications (and 
responsibilities) of the massive amount 
of scale we have at our fingertips today, 
potential effects of GDPR (EU privacy 
legislation), how accessibility is a an 
example of how we could approach tech 
ethics in software, and much more.

http://www.dell.com/learn/us/en/uscorp1/press-releases/2016-10-11-dell-survey-shows-organizations-lack-awareness
http://www.dell.com/learn/us/en/uscorp1/press-releases/2016-10-11-dell-survey-shows-organizations-lack-awareness
https://www.symantec.com/en/uk/about/newsroom/press-releases/2016/symantec_1018_01
https://www.infoq.com/podcasts/Anne-Currie-tech-ethics-GDPR?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
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that’s what Immuta has focused 
a lot of our energy and time on. 
Imagine, for example, an analyst 
in the morning working on one 
task, and seeing personally iden-
tifiable information because it’s 
relevant to the purpose of that 
task; then, in the afternoon, the 
analyst switches tasks and is now 
seeing an anonymized version of 
the same data, through the same 
connection, for a different task 
because to see that level of detail 
isn’t required or authorized. That’s 
the type of regime we need to 
have in place for analysts across 
the enterprise. 

InfoQ: In the past, we’ve seen 
strong commotion when the 
EU forbad the transfer of 
citizens’ personal data outside 
the EU. How do you compare 
that to the scale of changes 
required by the GDPR?

Burt: The GDPR builds off of the 
Data Protection Directive (DPD), 
which is the current regulation 
that applies to EU data. In gener-
al, the GDPR is very similar to the 
DPD in its approach to privacy, 
but it has much sharper regulato-
ry teeth. Regarding data transfers 
outside the EU, this may be one of 
the few areas in the GDPR where 
it makes things easier for many 
enterprises. The GDPR spells out a 
number of additional conditions 
that allow for data transfer under 
the GDPR that didn’t exist under 
the DPD. Under the DPD, some-
thing referred to as “standard 
contractual clauses”, which are 
EU-approved contractual clauses 
used to establish a certain level of 
safeguards between data-sharing 
parties, required the approval of 
state data-protection authorities; 
under the GDPR, however, no 
such approval is necessary. And 
there are a host of other modifi-
cations when it comes to transfer-
ring data between parties.

InfoQ: So we’re not just talking 
about changes in data storage, 
but also data governance and 
even the actual roles and struc-
ture inside organizations?

Touw: Yes, while data storage is a 
component, it’s more about the 
decisions on when, what, and 
why that data is accessible from 
the storage system. Typically, 
data is collected for an original 
purpose. Later, however, the data 
“exhaust” created from that origi-
nal purpose ends up being valu-
able for other revenue streams. 
Under regulations like the GDPR, 
however, you may not be allowed 
to use that data for other pur-
poses. And so it’s important to 
inject users into the data work-
flow who understand these dif-
ferent regulations and  can em-
bed them within the workflow. 
And the GDPR is very specific in 
mandating that data-intensive 
organizations have what’s called 
a “data-protection officer” who 
is empowered to make sure the 
regulation is being adhered to.

Burt: At Immuta, we’ve focused 
on developing an interface in 
our platform specifically for these 
types of governance personnel, 
to ensure that the right data is 
always used for the right purpos-
es and is only seen by the right 
people in the right state. These 
controls can spur governance 
personnel to ask questions like 
“Have I anonymized the data suf-
ficiently to use it for another pur-
pose?” or “Is the purpose I intend 
to allow the data to be used for a 
legitimate purpose, as my orga-
nization defines it?” These can be 
gray areas that require humans, 
in some cases, to make these de-
cisions and can also require tech-
nology to then enforce and easily 
and rapidly audit these decisions. 
If these people make the wrong 
decision, or if their decisions ar-
en’t implemented by technology, 
heads will roll.

InfoQ: Do you think online 
companies that operate in the 
EU but are based outside it are 
aware of the implications for 
them?

Burt: As a whole, we’re seeing 
companies just starting to wake 
up to the risk burden created by 
the GDPR, both inside and out-
side Europe. Firms everywhere 
are really only now beginning to 
realize the extent of their liability, 
and because the Eurozone com-
prises the largest economy in the 
world, the GDPR really applies to 
any company that considers itself 
global.

InfoQ: Given that the regu-
lation aims to provide users 
with finer-grained control of 
their data (including retrospec-
tively) than we’ve ever seen 
before, how can organizations 
effectively and efficiently 
translate those requirements 
into a clear plan of action that 
is feasible yet flexible?

Touw: The first step is to divide 
your data governance model into 
three buckets: collection, usage, 
and audit. 

Each bucket needs to sync with 
the others. Collection needs to fo-
cus on user accounting: what user 
is stored where, what has the user 
consented to, and how to cap-
ture consent. Usage is the most 
complex area in that it needs to 
focus on managing access con-
trols in a consistent way, across 
data silos. Usage also needs to 
regulate when company person-
nel can access specific data, how 
will it be perturbed, masked, or 
restricted, what purposes it can 
be used for, and more. Finally, 
auditing requires capturing all re-
quirements of the GDPR in terms 
of “data actions” so that you can 
build reports, sometimes within 
a relatively short period of time, 
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such as when a data subject de-
mands to see how their data is 
being used in your organization.

InfoQ: Immuta has been trying 
to tackle some of the chal-
lenges of the GDPR and data 
protection in general. Could 
you tell us a bit more about 
that work?

Touw: Immuta is focused on en-
abling data science; if the data 
scientist isn’t happy, enterprises 
aren’t going to get the most out 
of their data. Our software plat-
form focuses on giving data sci-
entists a unified view into all the 
data they’re allowed to see and 
use and makes that experience as 
easy and as empowering as pos-
sible. Under the hood, though, 
we’ve put a lot of effort into em-
bedding laws and policies into 
the software so that data-usage 
policies are applied to the data 
on the fly, as it’s queried, without 
the data scientist needing to stop 
what they’re doing and focus on 
the rules. In order to do this, we 
provide a customizable interface 
for governance personnel, where 
they can set rules and policies 
across their organization and be-
tween user groups and regions.

Burt: Oftentimes, when people 
think about data-protection poli-
cies, they think it’s just about who 
can see what data. But the GDPR 
and other regulations require so 
much more. Immuta’s platform 
can enforce not only access rules 
(who can see what) but also pur-
pose-based restrictions on data, 
which only allows users to use 
the data for specific reasons or 
specific periods of time, when 
certain conditions are met.

InfoQ: What advice would you 
give, from both a technical and 
a business perspective, on how 
to cope with these new regula-
tions?

Burt: Start planning now. Behind 
the daunting rules in the GDPR 
are privacy and security require-
ments that companies will be 
able to meet as long as they take 
their planning seriously. This will 
require developing a roadmap 
both for how your organization 
is going to protect the data it 
uses, from both a collection and 
a usage side, and for what types 
of technical solutions you’re go-
ing to implement to ensure you 
keep that data secure. You’re go-
ing to want to use and invest in 
solutions that are secure, that are 
proven, and that can empower 
individuals in your organization 
and ensure compliance, without 
getting in the way. This techni-
cal-solution aspect is very much 
what we’re focused on at Immuta 
by embedding laws and policies 
into our software platform so that 
data scientists can concentrate 
on maximizing the value of their 
data, rather than worrying about 
the rules.

http://infoq.link/databfd7f1
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Are you going to create new software solutions in 2018? 
The EU General Data Protection Regulation (GDPR) is soon 
moving out of the transition period to become enforceable.

What Should Software 
Engineers Know About 
the GDPR?

KEY TAKEAWAYS
You cannot afford to ignore the 
GDPR, but you should not panic, 

either.

When creating software, 
you can easily expand 

documentation with GDPR-
required details.

Privacy by default should be 
part of any software you craft.

Expanded user rights require 
some care and support.

You should revisit some 
software-building practices like 

logging.

A software designer should try 
to find ways to avoid being a 

data processor and still be able 
to do the work. In other words, 

don’t unnecessarily access 
personally identifiable data, 
unless you are prepared to  

do so.

Read online on InfoQ

Violating its terms might lead you to face fines up to €20 million — 
much more for large organizations. In addition to sanctions listed in 
the regulation, jail time is even possible for individuals responsible 
for great neglect or data breaches.

Obviously, this sounds severe. I have seen two extreme approach-
es to the GDPR: one, to pretend it does not apply to you and try to 
ignore it; and two, to declare that skies are falling and that no de-
velopment can focus on personal data anymore. Both approaches 

https://www.infoq.com/articles/gdpr-for-software-devs?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
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are misinformed and could lead 
to huge losses. The GDPR does 
not create an end-to-all-person-
al-data scenario; instead, it sets 
rules for transparent and secure 
handling of personal data and 
threatens those who ignore the 
rules with juicy penalties.

The GDPR strongly emphasises 
risk-based thinking: you take ev-
ery step to mitigate privacy risks 
until the risks become something 
you can tolerate. I appreciate this 
regulation — there is enough 
software that has absolutely no 
security or privacy built in the de-
sign. This sort of software and its 
breaches lead users to mistrust 
how their personal data is being 
used. It’s time to change that.

Key points to understand
This topic is huge so I am concen-
trating purely on the process of 
crafting new software solutions. 
There is a lot to be said about 
organisational support and lega-
cy systems, but these are highly 
dependent on the starting point. 
The GDPR does not allow many 
exceptions to the rule, so big and 
small businesses, non-profits, 
and government organisations 
all need to know the main points.

One key point of the new reg-
ulation is transparency for the 
data subjects. When you have a 
registry — for example, a data-
base — that contains personally 
identifiable data, the GDPR holds 
that its use should be transparent 
to the data subjects. This means 
that people whose data you are 
collecting should be able to find 
out what you are collecting, your 
purpose for collecting it, who 
has access to the data, and how 
long the data lives within the sys-
tems. To cope with this require-
ment, you naturally should know 
all these things and document 
them. Along with transparency, 
you need to provide better access 

to said data. Your data subjects 
should be able to verify, correct, 
export, move, and erase their 
data as easily as they gave it to 
you in the first place.

Another important topic is priva-
cy by design/default. This should 
be integrated into every bit of ar-
chitecture from now on. It should 
have been an automatic element 
of design before this regulation, 
but people often don’t want to 
pay for security or privacy until 
something happens. The GDPR 
provides a powerful incentive 
to take care of this now — an 
incentive of up to €20 million or 
more. Privacy by default means 
a lot of things, but it essentially 
aims to protect personally iden-
tifiable data and its privacy, with 
suitable controls. This typically 
requires, for example, clear audit 
trails in the form of who did what 
when, including and especially 
read access of personally identi-
fiable information. Additionally, 
you should pay attention to data 
when it’s being stored and in 
transit between different layers, 
and apply suitable encryption to 
avoid data leakage from your sys-
tems.

You should also have a valid ba-
sis for processing personal data, 
meaning what specifically gives 
you the right to collect and pro-
cess the information. The basis, 
for example, could be a law that 
requires you to collect and store 
information on individuals for a 
period of time. The basis for pro-
cessing personal data may be a 
contract, agreement, or transac-
tion.

You can ask for consent to col-
lect and process personal data 
but the GDPR does not let you 
off easy here. It is not acceptable 
to have a checkbox pre-checked 
with a statement like “I accept 
that my information may be used 
for marketing purposes.” Consent 

must be clear, precise, and under-
standable — and cannot be pre-
set. It should be as easy to cancel 
consent as it is to consent in the 
first place. Software designers 
can decide none of this on their 
own but need to discuss it with 
whoever owns the software.

Here’s an interesting point. If the 
team members that build the 
software have access to actual 
personal data while building it, 
they become data processors 
and are liable to the same sanc-
tions and responsibilities. The 
same goes for the operations 
team. If they have access to da-
tabases and data, they are liable 
and responsible. You might want 
to think hard about that. It is pos-
sible to build and operate most 
systems without accessing actual 
customer data, after all.

Recognize personally 
identifiable information
The GDPR is only interested in 
personally identifiable informa-
tion (PII). It does not apply to data 
that is not attached to a person, 
such as product or accounting in-
formation. You might still classify 
such data as sensitive and might 
still want to protect it, but the 
GDPR considers it non-PII data 
and ignores those situations.

The GDPR identifies two classes 
of PII data. There is data that can 
be used to uniquely identify a 
person like social-security num-
ber, e-mail address, or anything 
directly connected to these iden-
tifiers such as purchase history. 
Then there is extra-sensitive data 
such as medical/health informa-
tion, religion, sexual orientation, 
or any information on or collect-
ed from a minor.

Note that combinations of infor-
mation that may not be unique 
in isolation can potentially iden-
tify an individual, and the GDPR 



GDPR // eMag Issue 60 - Apr 201812

accounts for that. So PII also in-
cludes identities that may be de-
duced from values like postcode, 
travel, or multiple locations such 
as places of purchase. Tiny data-
sets and rare combinations of val-
ues make personal identification 
easier.

Since any information attached 
to or collected from a person is 
protected under privacy rules, 
most databases are going to con-
tain PII, with some exceptions. 
I would estimate 70% to 80% of 
typical systems data to be PII. It’s 
not only social-security numbers 
and credit-card numbers that you 
should protect.

There’s been a lot of discussion 
of access logs, audit logs, etc. 
that contain IP addresses or sur-
rogate keys. Are these personal 
data? Are they registers? Do all 
personal rights extend to them? 
How strongly should they be pro-
tected? Experts seem to disagree 
about the answers. You have to 
wait and see how this evolves. I 
would advise, however, to avoid 
hysteria and to use common 
sense in grey areas. This sort of 
information could and should 
be protected to some extent, 
depending on how much harm 
a data breach would inflict. But I 
simply don’t see every web server 
in the world becoming a PII regis-
try in the most demanding sense 
of the definition.

Design for privacy
The cheapest way to have your 
software to comply with the 
GDPR is to build the requirements 
right in. How comprehensively 
you want to do this depends on 
the risk of the particular system in 
question:

• Does your system contain ex-
tra-sensitive information?

• Does your system contain 
something that, while not 

sensitive for purposes of the 
GDPR, would be embarrassing 
or dangerous to publish?

• If someone published your 
database content, how large 
a risk would that be to your 
business?

• How large is your database of 
users?

If you have few users and the 
information that you collect is 
neither sensitive nor harmful, 
you might consider your system 
a low-risk environment and use 
more cost-effective controls to 
protect it. On the other hand, if 
your system contains sensitive 
data for many users, you would 
want to apply stronger protec-
tion.

A good audit trail is a minimal re-
quirement. An audit trail not only 
shows that you have applied con-
trols, it also helps limit your dam-
ages in case of a data breach. Af-
ter any data breach, whether by 
an internal or external party, the 
first thing you need to do is find 
forensics that can show which 
users are affected and which data 
was accessed. This is the informa-
tion that you need to report to 
data-protection authorities and 
these are the users you may need 
to notify about the data breach. 
If you have no forensics, you may 
need to assume that a breach has 
affected all users and all records.

A good audit trail also features 
non-repudiation — in other 
words, the audit cannot be al-
tered or damaged even by sys-
tem administrators. You might 
want to use audit trails to see 
what data a system administra-
tor was violating, for example. 
This has happened before, and 
will happen again. Audit trails are 
also classified as PII: they have a 
unique identity and data directly 
connected to that.

PROTECT YOURSELF 
FROM THE DATA; 

PROTECT THE DATA 
FROM YOU.
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After securing robust audit trails, 
the next task is to limit the ex-
posure of data. The best way to 
do this is to limit what data you 
collect and how long you store it. 
Introducing some kind of archi-
val/erasure mechanisms in your 
software right from beginning 
can protect you and your users. 
If a data breach happens, it can 
only affect data that was actual-
ly in the targeted system at that 
point. Many systems continue to 
collect all data but never clean it 
up, even when the data becomes 
obsolete. The GDPR encourages 
you to clearly define data lifecy-
cles and to document them. You 
should also restrict access to data 
to only what’s really necessary. 
This is especially true for sensitive 
data.

I already mentioned that you 
should have sufficient protection 
mechanisms for data that’s rest-
ing in a database or file system 
and that’s moving through a net-
work, especially to other parties. 
Encryption is efficient but it has 
its weak spots. The most powerful 
encryption technology encrypts 
early, secures your keys, and de-
crypts late. Unfortunately, this is 
a complex and costly solution to 
implement. Cloud services, on 
the other end of the spectrum, 
often let you cheaply and sim-
ply encrypt an entire database 
with a checkbox or offer to man-
age keys and encryption for you. 
While easy, these mechanisms 
have weak spots. You just have to 
find what works for you, based on 
risks and sensitivity of data.

It’s worth mentioning that anony-
misation and pseudonymisation 
mechanisms can help you with 
things like test data or analysis 
data. Anonymisation basically 
removes all identifiable infor-
mation by deleting or masking 
fields. Pseudonymisation replac-
es identifiable information with 
pseudonyms, which typically 

keeps identities separate in the 
data. Both practices, however, are 
difficult to do right and may not 
offer perfect means to help your 
GDPR compatibility. Still, these 
are valuable tools.

You might want to revisit your 
logging standards and guide-
lines. It’s easiest if you can make 
sure that your logs do not con-
tain PII — otherwise, they be-
come PII registries as well, with all 
the implications. Some logs are 
attached to individuals already: 
access logs and audit logs, for 
example. But don’t pollute op-
erational debug logs by writing 
user IDs, names, or similar values 
in them. It’s good to clearly sep-
arate logs that can be linked to 
individuals from logs that cannot 
be so linked but contain general 
system information.

Document your systems
The GDPR loves documentation. 
One important point of the regu-
lation is to be able to demonstrate 
compliance. You can do that by 
showing certificates, which in 
turn benefit from documenting 
your systems. You can build up, if 
necessary, from the level of doc-
umentation you are used to pro-
viding, which may vary based on 
many factors. But there is some 
additional documentation that 
would be useful to have from 
now on. Here’s a brief checklist:

• Document the personal data 
in your system.

• Document lifecycles of col-
lected data.

• Document all parties that pro-
cess the data.

• Document your basis for col-
lecting the data.

• Inform data subjects of their 
rights and explain how they 
can exercise them.

You should document what data 
you collect, your purpose, how 
long you store it, and your ba-
sis for processing this data. You 
can best do this with a combi-
nation of document types. You 
might (and should) already have 
a general policy document that 
explains the rules, but I’ve seen 
many software designers start 
to create a grid of data columns 
in which they can state GDPR 
classification. Basically, you use 
whatever documentation you 
already typically use as your do-
main model but then expand it 
with privacy information. These 
documents would then serve as 
the basis of the data-protection 
policy document that you would 
offer to your users. The first step 
in guaranteeing users’ rights is to 
understand which of their infor-
mation your system collects.

Another interesting facet is how 
the data moves over networks 
and which parties can access/
process it. For this, you could 
create a data flow diagram that 
documents parties, tiers, and 
even protocols. In case of a data 
breach, you can use this to quick-
ly understand and limit the expo-
sure.

Additionally, if you wish, you 
might want to document what 
controls are used to protect the 
data and achieve a sufficient level 
of privacy.

Support expanded user 
rights
Most of the rights of users/data 
subjects already exist in the EU’s 
established Data Protection Di-
rective. Here’s a simple list of how 
they look under GDPR:

• right of access,

• right of rectification,

• right to erasure,
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• right to restrict/object to pro-
cessing,

• right of data portability, and

• right to be notified of data 
breaches.

Before you start designing all 
kinds of crazy APIs and systems 
to support that, it’s worth noting 
that the GDPR does not require 
these to be automated, real-time 
operations. In fact, you only need 
to respond to a request within 
30 days. Responding that there 
is no basis to erase or export the 
data (because of laws, ongoing 
contracts, etc.) is a legitimate re-
sponse — and when a person 
does make a request, it’s very 
important that you identify them 
properly so you do not create a 
new data breach by manipulating 
or exporting some other person’s 
data. The 30-day response win-
dow allows you to scrape or erase 
the data in many ways, even han-
dling it in systems that are simply 
not possible to integrate.

That being said, if your organi-
zation already has a concept of 
digital identity for customers/
users/data subjects and you 
provide some self-services, it’s a 

good idea to attach these identi-
ty rights to that self-service’s user 
interface. The more documen-
tation you can cover with auto-
mated processes, the cheaper it 
becomes. Also, users are happier 
with real-time access, as opposed 
to making a request that takes 30 
days to process.

It might be wise to prepare for 
data erasure and export functions 
when designing any new piece of 
software. You can achieve erasure 
by deleting information but it’s 
easier is to partially overwrite it, 
effectively anonymising it. The 
format for data export does not 
seem to matter right now, but it 
might be a good idea to plan for 
it, even if your domain would not 
contain any GDPR user interfaces.

The most important thing to get 
right is the one-stop shop where 
data subjects can exercise their 
rights, leading to a process that 
identifies and validates the re-
quest and then to mechanisms 
that erase or export that data.

Data processor or not?
When you work on a software 
project under GDPR responsibil-

ities, you need to answer an im-
portant question: Do you intend 
to be a data processor or not? By 
default, you would wish not to 
be a data processor, since being 
one makes you liable to any sanc-
tions. To avoid GDPR liability, sim-
ply make sure that you will not 
and cannot access any personally 
identifiable data in any circum-
stances. You also need to make 
sure that this is clearly stated in 
any contracts. It might be difficult 
to avoid PII processing, since per-
sonal data may hide in badly writ-
ten log files, test environments, 
and any emergency patches to 
your production environment. 
But if you wish to avoid liability, 
you need to resolve all this. Pro-
tect yourself from the data; pro-
tect the data from you.

Another path to take is to em-
brace that status of data proces-
sor. This lets you have free access 
to personal data, as long as you 
document the activity, there’s val-
id basis for processing, and access 
happens within defined bound-
aries. This makes you clearly lia-
ble and responsible so you have 
to be mindful of any sanctions. 
But this is the route to take if you 
absolutely need access to PII da-
tabases.

Most software projects do not 
require exposure to actual PII 
data, and this is definitely the rec-
ommended path to take — but 
it might require new skills and 
tools.

GDPR myth-busting
No, a data subject may not erase 
debts or a criminal record by ex-
ercising user rights.

No, a data subject is not sup-
posed to get everything connect-
ed to their identity when they 
request an export of their data. 
Only directly collected informa-
tion is to be included. The spirit 

http://infoq.link/gdpra41d2c
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of the regulation is transparency 
and the option to change service 
providers.

User rights are not automatically 
exercised. It’s important to first 
check user identity and the valid-
ity of a request before manipulat-
ing data. This might be difficult if 
a database does not carry unique 
and secure identifiers. There 
might be many valid reasons to 
refuse a request.

No, the GDPR does not require 
you to encrypt everything with 
2048-bit keys in rest and in tran-
sit. Controls to protect that data 
are only used to mitigate risks un-
til they become accessible, and 
risks are different for every sys-
tem and situation.

No, the GDPR does not stop you 
from collecting and processing 
user data. Take care of transpar-
ency, data security, and legal ba-
sis, and do not collect more data 
than you need and you should be 
fine.

No, having a data breach does 
not automatically subject you 
to €20 million in fines. It might 
— but if you have read this arti-
cle and followed the advice, you 
should already be well on your 
way to lower potential penalties. 
Fixing what you can right now, 
from the start, and having a plan 
for the rest goes a long way. The 
GDPR lists about dozen questions 
that will be used to decide scale 
of penalties if that time comes.

No, sanctions are not the main 
reason to start doing something 
about data privacy. This regula-
tion is in place because more and 
more data is collected every day, 
and more and more data breach-
es are happening. Having a data 
breach in your system can cost 
you much more than fees and 
sanctions, it can cost you your 
customers’ trust. But the sanc-

tions are a good way to motivate 
companies to spend a few euros 
for security and privacy when 
building and purchasing soft-
ware and information systems.

No, cloud services are not a big 
no-no with the GDPR. In fact, they 
might actually be more in synch 
with privacy-by-default require-
ments than many traditional 
data centres. Of course, moving 
confidential data to third parties 
makes things mildly more com-
plicated when it comes to con-
tracts and documentation.

No, the GDPR does not require 
you to audit and log everything 
and have tools for intrusion de-
tection and test-data manage-
ment. Such tools might make life 
easier when used successfully, 
but the core of your approach 
should be risk-based assessment 
and suitable controls.

Conclusion
There is not a lot of time before 
the GDPR becomes enforceable. 
Already, any new systems should 
be built as GDPR compatible. This 
is not a precise definition, espe-
cially as interpretations continue 
to evolve and many of them will 
only be clarified as data breaches, 
audits, and sanctions occur in the 
future. My hope is that this arti-
cle may help you to avoid being 
among the first to pay the price.

I think that the upcoming da-
ta-protection regulations are 
strongly positive and surprising-
ly ambitious. Finally, you have 
reasons to put more emphasis 
on security and privacy. As you 
improve transparency and pri-
vacy and provide more control, 
users of your systems will trust 
you more and many of them will 
probably happily allow you to use 
their information for new kinds of 
analysis and marketing that no 
one is even aware of right now. 

There will probably be some tur-
moil in summer 2018 as some of 
the rules will be clarified, but I be-
lieve the GDPR will lead to more 
security and transparency in the 
long run and I’m all for it.

When you find yourself in the grey 
areas of the regulations, unsure 
what to do, common sense does 
go a long way. Is the source of 
confusion something you could 
document and honestly explain 
to your software solution’s users/
data subjects without embarrass-
ment or shame? If so, it’s proba-
bly going to be okay. Think about 
worst-case scenarios like data 
breaches. If your database, snap-
shot copy, or Excel export should 
fall into wrong hands that publish 
it somewhere, how would you be 
able to find out exactly what was 
leaked, by whom, and which of 
your users need to be notified? 
Would explaining how the data 
was protected embarrass you? 
If not, you probably have done 
what is humanly possible, and 
this will probably help to mitigate 
the sanctions, if any. Do your best, 
put the rest on a roadmap. Build 
for a more secure world with 
more transparency. In the end, 
everybody will be happier.
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The GDPR for OperationsKEY TAKEAWAYS
Build strong identity concepts 
into your infrastructure from 

the beginning — consider 
the identities of servers and 
containers as well as people.

Use role-based access control 
and the principle of least 

privilege to limit access to 
resources only to the entities 

that require it.

Give consideration to 
detailed, tamper-proof audit 

logs and think about your 
retention policies in light of 
the GDPR’s requirements.

Stop copying data from 
production into development 

environments without first 
masking personal data.

Use tools from trusted 
vendors to monitor and 

respond to security events on 
your network.

What’s the GDPR and why should I care?
The  GDPR (General Data Protection Regulation)  is intended to 
help EU citizens take greater control over their personal data. It 
applies to any organisation (inside or outside the EU) that holds 
data on EU nationals. Because its scope is so broad, this has 
caused some organisations an amount of panic.

Part of the reason is that the regulation introduces sanctions 
of up to €20 million or 4% of annual worldwide turnover. This 
is a more significant financial penalty than can be levied under 
the  Data Protection Directive  (which GDPR replaces), and has 
therefore forced more serious conversation about compliance 
and accountability into the boardroom.

As ever though, the real hard work of implementing the GDPR 
goes on elsewhere in an organisation. As practitioners of systems 
administration, ops, DevOps or SRE, what do you need to be wor-
rying about?

Read online on InfoQ

https://www.infoq.com/articles/gdpr-for-operations?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
https://www.eugdpr.org/
https://en.wikipedia.org/wiki/Data_Protection_Directive
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Reading the rules
I usually recommend that if you’re 
going to be bound by some form 
of regulation, you should prob-
ably take some time to read the 
text of the thing to grasp the idea, 
so that you’re better positioned 
to discuss details with auditors 
or advisors. However, don’t ex-
pect to find any useful technical 
answers in the GDPR. This is a 
legislative instrument designed 
for lawyers, not a security how-
to for engineers. Readers who’ve 
worked with the prescriptive PCI-
DSS standards checklists may be 
disappointed to find that there is 
no equivalent in the GDPR.

There’s both good and bad news 
here. The good news is that many 
of the provisions of the GDPR are 
not dissimilar from the provisions 
of the Data Protection Directive 
(DPD) that it replaces. The bad 
news is that many organisations 
haven’t really been doing a good 
job of supporting the DPD.

Fundamentally, most compliance 
regimes are about data security, 
and their content can basically 
be boiled down to the two main 
concerns of “don’t let the data 
out” and “don’t let the bad guys 
in”. The GDPR expands on these 
basics, requiring that individuals 
be given the right to know more 
about how you’re using their 
data. It allows individuals to re-
quest copies of your data about 
them and to request that you de-
lete your data about them. These 
have obvious implications from a 
technology point of view.

In particular, Article 25 refers to 
“data protection by design and 
by default”. What design consid-
erations should we then be build-
ing into our systems?

Identity and access 
control
From a system’s perspective, 
good security posture requires 

strong management of identity. 
Every individual interacting with 
a system should have a unique 
identity, managed centrally in 
some kind of directory solution. 
This might be a service you run 
yourself like Active Directory or 
LDAP, or it may be a SaaS solution 
provided by a company like Okta. 
This identity service will manage 
credentials such as passwords 
and any security tokens used for 
additional authentication factors. 
By providing a  SAML or OAuth2 
IdP  (identity provider) backed 
by this service, you can federate 
this identity into any number of 
separate systems, allowing users 
to log in with a single set of cre-
dentials.

Whilst this sort of user federation 
is most commonly used with ex-
ternal SaaS services, it can also be 
used with internal web systems. 
Using  Traefik  or similar software 
(such as Google›s IAP) it’s possible 
to put an identity-aware proxy in 
front of existing web apps, so that 
users must log into the proxy with 
their single-sign-on credentials in 
order to access the app itself.

Within Amazon Web Services 
(AWS), both IAM (their Identity 
and Access Management ser-
vice) and  Cognito  can make use 
of federated sources of identity, 
allowing users to log in to those 
services with their single-sign-on 
credentials.

This doesn’t stop with web in-
terfaces, either:  HashiCorp 
Vault provides a security API ser-
vice that can make use of an ex-
ternal IdP as a source of identity 
for users. Once identified, users 
can ask Vault to vend signed SSH 
certificates, which will allow shell 
access to remote systems, or to 
provide temporary access cre-
dentials to databases and other 
services.

With a good identity story, the 
next thing to think about is role-
based access control (RBAC). 
Managing permissions on a us-
er-by-user basis is tedious, scales 
badly, and is difficult to reason 
about from an audit perspec-
tive. In an RBAC model, you cre-
ate roles and assign permissions 
to those roles. A role might be 
“database administrator” or “cus-
tomer-service agent”, for exam-
ple. Each of these roles will have 
very different permissions — the 
database administrator might 
have shell access to database 
clusters but no access to the cus-
tomer-service web front end. By 
assigning roles to users, you can 
easily see who has which groups 
of permissions.

Identity isn’t just about people 
— physical servers, virtual ma-
chines, containers, and applica-
tions can all have identities too. 
Cloud vendors such as AWS and 
orchestration platforms like Ku-
bernetes all have strong concepts 
of identity for their component 
parts. In AWS, EC2 instances can 
gain access to their “instance 
identity document” as well as to 
a set of signatures that can be 
used to verify the authenticity of 
this data. The identity document 
can be used to prove instance 
identity to HashiCorp Vault, 
which can then securely provide 
secrets to that instance based 
on the role it has been assigned. 
A similar workflow is available 
to establish the identity of a Ku-
bernetes-scheduled container. 
With strong identity principles 
like these, it should never be nec-
essary to place secrets such as 
database credentials or API keys 
directly into application config; 
you can manage these centrally 
instead.

You can now assign roles both to 
people and to parts of your sys-
tem. Each of these roles should 
be given the absolute smallest 

https://www.pcisecuritystandards.org/pci_security/
https://www.pcisecuritystandards.org/pci_security/
https://www.okta.com/
https://en.wikipedia.org/wiki/Identity_provider
https://en.wikipedia.org/wiki/Identity_provider
https://traefik.io/
https://cloud.google.com/iap/
https://aws.amazon.com/cognito/
https://www.vaultproject.io/
https://www.vaultproject.io/
https://en.wikipedia.org/wiki/Role-based_access_control
https://en.wikipedia.org/wiki/Role-based_access_control
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set of permissions required for 
their job. This principle of least 
privilege makes it easy to demon-
strate to a compliance auditor 
which people or systems may ac-
cess which data objects.

Logging and auditing
Once you’ve established which 
people or systems can access 
which items of data, you need to 
record such access in order to be 
able to show to an auditor that 
your access controls are working 
correctly. You also need to be able 
to demonstrate that logs can’t be 
tampered with after they’ve been 
written to.

In AWS, you can enable CloudTrail 
logging, which will log all AWS 
API calls made against your re-
sources. These logs should be 
written and encrypted into S3 
storage owned by a dedicated 
secure logging account. Access 
to this logging account should be 
strictly controlled; the policies on 
this bucket should ensure it is not 
possible to modify or delete logs 
once written.

Other system and application logs 
should be aggregated in a similar 
manner, shipped straight off host 
servers into secure, tamper-proof 
storage. The log shipper you use 
here should be configured to 
copy log data verbatim, so that 
you can demonstrate to an audi-
tor that the stored logs have not 
been modified from their original 
form.

If you’re also using tools such as 
Elastic’s  ELK stack  to view and 
search log data, there are reasons 
why you might want to modi-
fy log data as you ship it. In that 
case, use a second log-shipper 
configuration for this less secure 
copy of the logs.

It’s possible that logs will contain 
personal data as defined by GDPR 
terms, and as such these should 

be expired and deleted on an 
appropriate timeline. What that 
timeline looks like will depend 
on your specific workload and on 
any other compliance obligations 
you carry. Article 17 of the GDPR 
covers “right to erasure”, by which 
a data subject can request that 
you delete any personal data you 
hold on them. The less data you 
hold by default, the easier this 
will be.

Article 15 covers “right of access 
by the data subject”, wherein 
someone can ask you to provide 
all the data you hold on them. 
You probably have a good idea of 
what personal data exists in your 
primary data stores and how that 
data is linked with relations, but 
it might be less obvious which of 
those items of data could end up 
in your logs. This probably means 
that you’d need to be able to 
search for a particular user’s log 
entries under a “right of access” 
request. In this case, structured 
(rather than free text) log data 
is likely to be useful, and search 
tooling such as  Amazon Athe-
na might come in handy.

To make complying easier, you 
might want to insist that software 
developers take steps with their 
logging frameworks to remove 
personal data from log events if 
the events are not necessary. Bear 
in mind that under GDPR rules, 
device identifiers, IP addresses, 
postcodes, and so forth could be 
considered personal data since 
they could be used to single out 
an individual, so consider those 
too.

Backups
It’s very likely that you’ll have 
personal data in your backups. 
The GDPR may therefore impact 
your retention policies. Under the 
right to erasure, a data subject 
can ask you to remove data about 
them. If you only delete that sub-
ject’s data from your production 

systems, you’ll still have copies in 
your backups.

You’ll want to ask a friendly law-
yer about this, but from my own 
research into the subject, it looks 
like it should be reasonable to re-
move data from production data-
bases and inform the data subject 
that whilst their data will still exist 
in backups, these will age out in 
30 days, or whatever, according 
to your retention policy.

In the event that you need to re-
store from backups, you’d need 
to erase that data subject’s data 
again, so erased subjects would 
need tracking, at least for the 
length of your retention policy.

Creating a “backup administrator” 
role, preventing access to back-
ups by anyone else, and limiting 
the number of individuals who 
have that role will help reduce the 
number of individuals who have 
access to erased data during the 
backup retention period, which 
seems like a reasonable measure 
to take.

Dev/test datasets
Some companies are accustomed 
to being able to restore copies of 
production data into staging or 
development systems in order to 
facilitate testing. There may be an 
argument to allow this in staging 
environments, assuming access 
to those is limited in the same 
way as production access. How-
ever, allowing all your developers 
access to your full dataset is defi-
nitely a no-no under the GDPR.

Commercial solutions (such 
as  Data Masker  from Redgate 
Software) can take a dataset and 
mask sensitive data as part of 
an  ETL operation  into another 
database. I›ve also seen organ-
isations attempt to build these 
themselves.

https://aws.amazon.com/cloudtrail/
https://aws.amazon.com/cloudtrail/
https://www.elastic.co/elk-stack
https://aws.amazon.com/athena/
https://aws.amazon.com/athena/
https://www.red-gate.com/products/dba/data-masker/
https://en.wikipedia.org/wiki/Extract,_transform,_load
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It may also be sufficient to gen-
erate dummy datasets for use in 
development environments, and 
tools can facilitate this process. 
You’ll need to ensure your gener-
ated data is of a realistic size and 
cardinality, otherwise your dev 
systems will perform very differ-
ently.

Which of these approaches is 
the most appropriate for you de-
pends on workload. Close collab-
oration with development teams 
will be important here.

Monitoring and alerting
Articles 33 and 34 require that in 
the event of a data breach, you 
notify affected data subjects, 
along with the supervisory au-
thority — there will be one of 
these for each member state in 
the EU.

Obviously, this is only possible if 
you know you’ve been breached, 
and so monitoring, security scan-
ning, and alerting will all play 
their part here. Generally, I’m a 
fan of open-source solutions, 
but in the case of security moni-
toring, turning to vendors is the 
smart option since they have 
whole teams of people working 
to keep their solutions up to date 
with details of the latest threats.

Web application firewalls (WAF) 
can help mitigate common 
modes of attack on web applica-
tions and APIs, watching requests 
for the fingerprints of these sorts 
of attacks and blocking them at 
their source. For example, a WAF 
might scan the content of every 
HTTP request, applying a list of 
regular expressions that match 
known SQL injection attacks. In 
the event that a pattern matches, 
the request is blocked instead of 
being forwarded to the applica-
tion cluster behind it.

Scanning outbound network 
traffic can help identify data 

breaches — smart modern tools 
like Darktrace use machine learn-
ing to build a model of what nor-
mal looks like, in order to look 
for anomalies and apply pattern 
matching to typically “personal” 
data such as credit cards, post-
codes and e-mail addresses. See-
ing too much of such data leave 
your network can raise a red flag.

Inside the network, intrusion-de-
tection tooling can help identify 
when your systems have been 
accessed by bad actors, either 
by scanning network traffic or 
by watching log data.  Alert Log-
ic and Threat Stack both have of-
ferings in this space, and Amazon 
GuardDuty  offers some of these 
features too.

Other good hygiene

There are a couple of other secu-
rity practices that you should be 
employing here.

You should encrypt everything 
in transit and at rest. There’s re-
ally no reason not to do it these 
days — and cloud vendors even 
provide primitives to make this 
easier for you. It’s more straight-
forward to design this into an in-
frastructure from the beginning 
than to retrofit it, so make sure it’s 
a design consideration up front.

Network design is still important. 
Protect your perimeter, and use 
host firewalls and security groups 
inside the network to limit access 
to your systems. Separate your 
management tools from your 
other systems, and keep each 
environment distinct from the 
others to prevent leakage of data 
between them. In some cases, it 
may be appropriate to segregate 
different classes of data into dis-
tinct databases, in order to fur-
ther limit access to them on the 
network.

It should go without saying, but 
you need to ensure you have a 

regular software-patching re-
gime — and not just for your in-
frastructure components. Keep 
on top of newer versions of your 
application dependencies, too — 
and employ tools like Snyk in your 
CI pipeline to get alerts on de-
pendency vulnerabilities before 
your code makes it into produc-
tion. High-profile incidents such 
as the Equifax data breach are of-
ten the result of insecure libraries 
still being in use.

Security is as much a devel-
opment concern as an oper-
ational one. Tools like  OWASP 
ZAP  and  Gauntlt  can look for 
security problems in application 
code before they go live and 
cause trouble.

Consider what external services 
you make use of, and what data 
you pass to them. If you’re using 
SaaS logging providers, for ex-
ample, be aware that you may be 
passing personal data outside of 
your network, and that those pro-
viders then also have obligations 
to your data subjects.

Conclusion
The GDPR is an unavoidable fact 
of life for anyone working with 
data about EU citizens. Taking 
care of this personal data is an 
organisation-wide responsibili-
ty, but the operations part of the 
business can provide a lot of sup-
porting tools to help deal with 
the multiple facets of this prob-
lem.

The GDPR doesn’t substantially 
extend the provisions of the DPD, 
and so a lot of what I’ve described 
here is good practice that you 
should already be following. The 
penalties for not complying with 
the GDPR are much higher, how-
ever. It’s time to stop looking at 
security as an obligation, and 
start making customer’s data pri-
vacy a reality.

https://www.darktrace.com/
https://www.alertlogic.com/
https://www.alertlogic.com/
https://www.threatstack.com/
https://aws.amazon.com/guardduty/
https://aws.amazon.com/guardduty/
https://snyk.io/
https://www.infoq.com/news/2017/09/struts?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
https://www.owasp.org/index.php/OWASP_Zed_Attack_Proxy_Project
https://www.owasp.org/index.php/OWASP_Zed_Attack_Proxy_Project
http://gauntlt.org/
https://en.wikipedia.org/wiki/Data_Protection_Directive
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Data management is about to get a lot more difficult for 
global organizations, thanks to new privacy regulations 
in the EU. These new regulations will have far-reaching 
effects on any programs that use data at scale.

What Do Data Scientists 
and Data Engineers Need 
to Know About the GDPR?

KEY TAKEAWAYS
The GDPR will fundamentally 

alter the way global organizations 
collect and manage their data.

Violating the regulation could 
result in fines of up to 4% of global 

revenue for your organization.

Key requirements of the GDPR 
revolve around managing the 

way data is collected, maintaining 
visibility into how that data is used, 
and enforcing restrictions on data 

use.

New tools, frameworks, and 
ways of thinking about data 

management are going to be 
required to pass the basic GDPR 

test and avoid violating the 
regulation.

Ultimately, the GDPR presents 
an opportunity to modernize 

your data-management strategy 
and empower your data-science 

programs.

Read online on InfoQ

Specifically, the EU’s  General Data Protection Regulation 
(GDPR) will come into force on 25 May 2018. And with fines of 
up to 4% of global revenue, the GDPR is the most consequential 
data regulation to be found anywhere in the world.

While the GDPR theoretically applies only to EU “personal data”, 
the regulation outlines this as any data that could lead to the 

https://www.infoq.com/articles/effective-data-management-age-GDPR?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
http://ec.europa.eu/justice/data-protection/reform/files/regulation_oj_en.pdf
http://ec.europa.eu/justice/data-protection/reform/files/regulation_oj_en.pdf
https://www.csoonline.com/article/3202771/data-protection/general-data-protection-regulation-gdpr-requirements-deadlines-and-facts.html
https://www.csoonline.com/article/3202771/data-protection/general-data-protection-regulation-gdpr-requirements-deadlines-and-facts.html
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identification of a person. In prac-
tice, this means that any EU data 
at scale should theoretically fall 
under the purview of the GDPR, 
as  study  after  study  has  shown 
that enough data of nearly any 
kind can shed light on the indi-
viduals who generated it. To pick 
just one example, a group of re-
searchers recently  demonstrat-
ed  that aggregate cellular loca-
tion data (such as the number of 
users covered by a cellular tower 
at a specific timestamp) — which, 
in theory, sounds like it should be 
anonymous — can actually iden-
tify an individual’s trajectory with 
73% to 91% accuracy.

So, what should data scientists 
and data engineers — the peo-
ple responsible for collecting, or-
ganizing, and using data within 
organizations — think about the 
GDPR? How should they design 
their data strategies?

What you need to know 
about the GDPR
The GDPR creates legal require-
ments that fall into three basic 
buckets: collection management, 
data visibility, and restrictions on 
data use.

Collection management involves 
managing the data that organi-
zations gather and the ways they 
are collected. The GDPR man-
dates that privacy be prioritized 
— at the time of data collection, 
for example — with restrictions 
on data tied to the consent of the 
data subject, meaning the data 
subject will frequently have to 
understand and agree to whatev-
er your organization wants to do 
with their data. This means that 
when your organization collects 
data that a EU subject generates, 
understanding exactly why your 
organization is collecting that 
data and tagging that data at the 
time of collection is going to be 
paramount. (More on this below.)

Data visibility means understand-
ing what data your organization 
has and how long you’ve had it 
(and how long you plan to keep 
it). By now, most organizations 
understand that data is the “new 
oil” and many are doing their best 
to collect as much data as possi-
ble. But most of those organiza-
tions don’t fully understand the 
data they have or where they’re 
storing it or its provenance once 
it’s been stored.

We at Immuta frequently come 
across this as a combination of 
compliance and IT architecture 
issues, with data silos and differ-
ent teams and database adminis-
trators responsible for a wide va-
riety of data and no single source 
of truth. With GDPR requirements 
in place, this level of variation 
can’t be the norm. If a user asks 
you to delete their data — often 
known as the “right to be for-
gotten” — your organization will 
have to know where their data 
is and then delete it. Examples 
of this type of visibility require-
ment abound within the GDPR.

Lastly, and perhaps most impor-
tantly, restrictions on data use 
mean that your organization is 
going to have to enforce pur-
pose-based restrictions on data. 
If a user only consents to “market-
ing” as a purpose for their data, 
for example, you’re going to need 
a way to track and enforce that 
restriction all the way from col-
lection to use. The GDPR lists six 
broad purposes that are accept-
able, and each organization is go-
ing to refine its own list of what 
purposes its legal departments 
deem compliant with the GDPR. 
This guide, for example, suggests 
having only 15 purposes for data 
across an entire organization. 
Tracking these purposes — and 
proving that data with certain 
purpose restrictions has only 
ever been used for that reason 
— is going to be one of the most 

important and difficult require-
ments of the GDPR in practice.

How to pass the basic 
GDPR test
Imagine the GDPR is already 
upon us, and data-protection au-
thorities across the EU are enforc-
ing the regulation.

At the moment of writing this 
article, it’s clear that many of 
the GDPR requirements are still 
relatively ambiguous, and the 
regulators will engage in much 
fine-tuning over the following 
months, if not years. This means 
that, in all likelihood, regulators 
won’t be expecting 100% com-
pliance with the GDPR the day it 
goes into effect. Rather, they’ll be 
expecting a reasonable, serious 
effort to comply with the regula-
tion’s major tenets.

What does passing the 
basic GDPR test mean?
Organizations will need to be 
able to  demonstrate compliance 
with each of the buckets outlined 
above — understanding the data 
they have, when they collect it, 
what they’ve used that data for 
— and be able to prove all of this 
to regulators or data subjects, 
who may be entitled to reports il-
lustrating compliance with these 
requirements.

From a practical standpoint, this 
means that, at a minimum, every 
piece of data that your organiza-
tion collects is going to need new 
metadata with the fields “pur-
pose” and “time of collection”. This 
way, you’ll be able to track and 
enforce restrictions on its use and 
you’ll be able to enforce policies 
on data retention, meaning you’ll 
delete or anonymize that data af-
ter a certain period of time.

If you can demonstrate that, at 
every point from data collection 

https://www.kdnuggets.com/2017/04/anonymization-future-data-science.html
https://www.uclalawreview.org/pdf/57-6-3.pdf
https://www.youtube.com/watch?v=yu1uK0FR5es
https://arxiv.org/pdf/1702.06270.pdf
https://arxiv.org/pdf/1702.06270.pdf
https://iapp.org/news/a/top-10-operational-impacts-of-the-gdpr-part-6-rtbf-and-data-portability/
https://medium.com/@domingal79/running-a-gdpr-project-practical-step-by-step-guide-56f95180abf2
http://www.decisionmarketing.co.uk/news/major-ico-recruitment-drive-to-prevent-gdpr-meltdown
http://www.decisionmarketing.co.uk/news/major-ico-recruitment-drive-to-prevent-gdpr-meltdown
http://www.decisionmarketing.co.uk/news/major-ico-recruitment-drive-to-prevent-gdpr-meltdown
http://www.decisionmarketing.co.uk/news/major-ico-recruitment-drive-to-prevent-gdpr-meltdown
https://www.infoq.com/articles/gdpr-for-software-devs?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
https://www.infoq.com/articles/gdpr-for-software-devs?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
https://www.infoq.com/articles/gdpr-for-software-devs?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
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to data usage and deletion, you 
understand exactly what data 
you have, how long you’ve had 
it (and plan on keeping it), and 
what purposes it’s been used for 
— and that each of these buckets 
are in keeping with GDPR require-
ments — your data-management 
program will likely pass the basic 
GDPR test with flying colors.

The GDPR opportunity
All that said, smart organizations 
will see the GDPR as more than 
a new set of demands. Agile, da-
ta-driven organizations will see 
the GDPR as a true opportunity 
to rethink the way they approach 
their entire framework for gather-
ing and using data.

The key differentiator of tech gi-
ants like Amazon.com or Google 
is how calculated they are about 
the data they gather and use. 
This is not a post hoc operation, 
but one based on careful plan-
ning and engineering. Having the 
right data is what allows them to 
disrupt verticals from marketing 
to retail to grocery stores and 
more.

Indeed, academic literature has 
long  demonstrated  that good 
governance translates to better 
performance. The same can be 
said about data management. 
Better, longer-lasting data-driven 
insights will require more delib-
erate thought and planning into 
how data is collected, and what 
data an organization has at its 
disposal.

In fact, if there’s one major oppor-
tunity presented by the GDPR, 
it’s to finally give data scientists 
a centralized understanding of 
what data they can access and 
use. I constantly see that the ti-
tle “data scientist” is, in practice, 
more akin to “data scavenger”, 
where a good deal of a data sci-
entist’s time is spent trying to find 

the data they need, then to get 
access it, then to transform it into 
the right state, rather than simply 
using it.

This process leads to huge 
amounts of time wasted and 
potential lost. Data scientists ar-
en’t hired to scavenge for data, 
or to create one-off, per-project 
solutions to gaps in their orga-
nization’s data strategy. Data sci-
entists are there to turn data into 
insight. That’s what they are good 
at — and that’s why they’re fre-
quently so expensive.

Creating a holistic data strategy 
and a centralized place for data 
management across your orga-
nization will finally allow data sci-
entists to do what they’re the best 
at — and will help your company 
move faster, becoming more effi-
cient and more adaptable in the 
process.

What comes after the 
GDPR?
Beyond the immediate oppor-
tunity presented by the GDPR 
lies an entirely new way of think-
ing about data, one that is go-
ing to become increasingly im-
portant as new regulations on 
data emerge. Indeed, from  Tur-
key to China and elsewhere, data 
is becoming more and more reg-
ulated, meaning that data man-
agement is going to be one of 
the most important enablers for 
data-driven organizations and 
one of its biggest challenges.

Here are a few insights about the 
future of data management:

• There’s no such thing as a data 
lake. Often when it comes to 
data management, an organi-
zation’s first instinct is to think 
that putting all its data in one 
place will solve every problem 
it has. When it comes to data 
lakes for processing purposes 

Creating a holistic 
data strategy, and a 
centralized place for 

data management 
across your 

organization, will 
finally allow data 

scientists to do what 
they’re the best at.

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1989875
http://www.nortonrosefulbright.com/knowledge/publications/158650/data-protection-regime-in-turkey-takes-shape
http://www.nortonrosefulbright.com/knowledge/publications/158650/data-protection-regime-in-turkey-takes-shape
https://www.lawfareblog.com/us-criticism-chinas-cybersecurity-law-and-nexus-data-privacy-and-trade-law
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(like  Spark), this makes a lot 
of sense. But for governance 
and data discovery, data lakes 
frequently create huge prob-
lems, quickly turning into data 
ponds and then data swamps 
as new data is added, new 
tools for data storage emerge, 
and underlying IT architecture 
evolves. Thinking you’ll solve 
your data-management prob-
lems by centralizing where 
you store your data is a recipe 
for long-term troubles.

• Diversity is your friend. In-
stead of attempting to stan-
dardize the way you store 
your organization’s data, 
which can be nearly impos-
sible in large organizations, I 
recommend thinking about 
the long-term adaptability of 
your approach to data man-
agement. That is, assume that 
you’re going to have diversity 
across your storage systems 
and data-science tools — in-
deed, this diversity is inevi-
table. Once you realize that 
standardizing where or how 
your data is stored is not your 
number-one priority, you can 
move on to thinking about 
how to enforce and support 
policies with respect to that 
data, which is the backbone of 
any data-management strate-
gy.

• Audit. Audit. Audit. If you 
can’t audit, you can’t prove 
that your data-management 
framework is working and you 
can’t demonstrate that to reg-
ulators. Ensuring that there’s 
a centralized ability to audit 
and to create audit reports is 
going to be a key component 
of any data-management 
strategy. And make sure to 
test your audit abilities before 
they’re needed. Organizations 
frequently think they’re col-
lecting the right data for their 
audit needs, and all too com-

monly learn about log errors 
only once it’s too late.

There are, of course, many more 
key tenets to a future data-man-
agement framework for the 
GDPR. But the major takeaway 
for your organization should be 
that data management can no 
longer be an incidental compo-
nent of your data strategy, in the 
IT department or otherwise. The 
increasing importance of data 
science across organizations, 
combined with the rise in regula-
tions on data, means that organi-
zations will need to prioritize data 
management more and more.

https://www.infoq.com/articles/apache-spark-introduction?utm_source=infoq&utm_medium=GDPR-eMag&utm_campaign=internal
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While the underlying technology and patterns are cer-
tainly interesting, microservices have always been about 
helping development teams be more productive. Experts 
who spoke about microservices at QCon SF 2017 did not 
simply talk about the technical details of microservices, 
but included a focus on the business side and more hu-
man-oriented aspects of developing distributed software 
systems.

Microservices 
- Patterns and 
Practices

Faster,  
Smarter DevOps

This DevOps eMag has a broader setting than pre-
vious editions. You might, rightfully, ask “what does 
faster, smarter DevOps mean?”. Put simply, any and 
all approaches to DevOps adoption that uncover im-
portant mechanisms or thought processes that might 
otherwise get submerged by the more straightfor-
ward (but equally important) automation and tooling 
aspects.

56

Streaming Architecture

This InfoQ emag aims to introduce you to core stream 
processing concepts like the log, the dataflow model, 
and implementing fault-tolerant streaming systems.

57

Observability

This eMag explores the topic of observability in-
depth, covering the role of the “three pillars of observ-
ability” -- monitoring, logging, and distributed tracing 
-- and relates these topics to designing and operating 
software systems based around modern architectural 
styles like microservices and serverless.
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